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I am a final year Alibaba Ph.D. candidate, jointly advised by Prof. Soujanya Poria from Singapore
University of Technology and Design, and Dr. Lidong Bing from Alibaba DAMO Academy. My goal is
to build artificially intelligent systems that can process and reason over diverse sources and modalities of
information in order to aid humans in practical tasks. Concretely, I'm excited to work on applications
involving large language models, reasoning, multimodality, retrieval-augmented generation, or information
extraction. My research works in these areas currently have more than 900 citations.

Education
Singapore University of Technology and Design Singapore
Ph.D. in Information Systems Technology and Design Jan 2021 - Present

Alibaba Talent Program (Expected completion in Jan 2025)

B.Sc. in Information Systems Technology and Design May 2017 - Sep 2020
Minor in Artificial Intelligence
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Work Experience

Alibaba DAMO Academy, NLP Researcher Jan 2021 - Jan 2025

o SealLLMs: Constructed reasoning-based instruction data with contrastive training pipeline for

Southeast Asian large language models. The performance on commonsense reasoning tasks in-
creased by up to 11.6% compared to base models, surpassing GPT-3.5-Turbo on multiple tasks.

« M3Exam: Conducted multimodal evaluation for Southeast Asian languages. The benchmark was
featured in the OpenAl GPT-4o release for multilingual and multimodal capabilities.

Red Dragon AI, Deep Learning Researcher Oct 2018 - Dec 2020

« Label-scarce Distillation for Efficient Text Classification: Developed novel framework for low-

resource NLP through transfer learning and model distillation. Achieved 0.9% accuracy improve-
ment over state-of-the-art baseline, 300x inference speedup, and 39x smaller model size.

« Language Model Assisted Explanation Regeneration: Developed novel retrieval framework for effi-

cient multi-hop ranking with language models. Achieved 7.5% improvement over previous baselines.

Handshakes, Machine Learning Intern May 2018 - Sep 2018

» Implemented language models based on recurrent and convolutional architectures for sentiment
analysis of customer reviews. Achieved 2.2% accuracy improvement over previous baseline.

Skills
Programming Languages Python, KTEX, HTML, Javascript
Frameworks Pytorch, Tensorflow
Communication English, Chinese

Awards
Alibaba Talent Program Ph.D. Scholarship 2021-2025
2nd/100, IMDA Code XtremeApps Hackathon 2019
3rd/5000, EY NextWave Data Science Challenge 2019

Top 10/200, Google Fake News Must Die Hackathon 2017
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